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Suppressing Acoustic Echo in a
Spectral Envelope Space

Christof Faller and Jingdong Chen, Member, IEEE

Abstract—Full-duplex hands-free telecommunication systems
employ an acoustic echo canceler (AEC) to remove the undesired
echoes that result from the coupling between a loudspeaker and
a microphone. Traditionally, the removal is achieved by modeling
the echo path impulse response with an adaptive finite impulse
response (FIR) filter and subtracting an echo estimate from the
microphone signal. It is not uncommon that an adaptive filter with
a length of 50-300 ms needs to be considered, which makes an
AEC highly computationally expensive. In this paper, we propose
an echo suppression algorithm to eliminate the echo effect. In-
stead of identifying the echo path impulse response, the proposed
method estimates the spectral envelope of the echo signal. The sup-
pression is done by spectral modification—a technique originally
proposed for noise reduction. It is shown that this new approach
has several advantages over the traditional AEC. Properties of
human auditory perception are considered, by estimating spectral
envelopes according to the frequency selectivity of the auditory
system, resulting in improved perceptual quality. A conventional
AEC is often combined with a post-processor to reduce the
residual echoes due to minor echo path changes. It is shown that
the proposed algorithm is insensitive to such changes. Therefore,
no post-processor is necessary. Furthermore, the new scheme is
computationally much more efficient than a conventional AEC.

Index Terms—Acoustic echo cancellation, adaptive filter, echo
suppression, spectral modification.

1. INTRODUCTION

N acoustic echo canceler (AEC) is a necessary component

for a full-duplex hands-free telecommunication system to
eliminate undesired echo signals that result from acoustic cou-
pling between a loudspeaker and a microphone. Traditionally,
echo cancellation is accomplished by adaptively identifying the
echo path impulse response and subtracting an estimate of the
echo signal from the microphone signal. A typical AEC is il-
lustrated in Fig. 1. The far-end talker signal z:(n) (loudspeaker
signal) goes through the echo path, whose impulse response is
modeled as a finite impulse response (FIR) filter, and adds to the
microphone signal y(n) together with the near-end talker signal
v(n) and the ambient noise w(n):

y(n) =u(n) +v(n) +w(n)
=hTx(n) + v(n) + w(n) (1)
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Fig. 1. Schematic diagram of an adaptive acoustic echo canceler.
where
x(n) = [z(n),z(n—1),...,a(n — M+ 1)]"

h = [}Lo, }Ll, ceey h]u,l]T

M is the length of the echo path impulse response, and  denotes
the transpose of a vector or a matrix. To cancel the echo in the
microphone signal, an echo estimate 4 (n) is needed, which is
generated by passing the far-end talker signal through an FIR
filter

fl: [iL()./,ALl...../}ALL,l]T (2)

’

of length L (generally less than M), i.e.,
a(n) = [hT, 0]x(n). 3)
The FIR filter coefficients are estimated adaptively in time. Sub-
tracting 4 (n) from the microphone signal y(n) yields the error
signal
e(n) =y(n) —a(n)
= [u(n) — 4(n)] + v(n) + w(n). (€))

The mean square error (MSE) can then be expressed as

E{(n)} =E {[u(n) - ﬂ(n)]Z} + B {v2(n)}
+ B {w?(n)} +2E {[u(n) — i(n)] v(n)}
+2E {[u(n) —a(n)] w(n)}
+ 2E {v(n)w(n)} S
where F{-} denotes mathematical expectation. If u(n), v(n),

and w(n) are assumed to be uncorrelated, then (5) can be sim-
plified to

E{*(n)}=E {[u(n) - a(n)]2}+E {3 () }+E {w?(n)} .
(6)
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Note that E{v?(n)} and E{w?(n)} are unaffected by the filter.
Therefore, minimizing E{e?(n)} is equivalent to minimizing
E{[u(n) —a(n)]?}. Itis then obvious that the objective of AEC
is to estimate an h that minimizes E{e2(n)}.

There is a vast literature addressing how to search for the op-
timum h using adaptive techniques. Commonly used algorithms
include normalized least-mean-square (NLMS), recursive least-
squares (RLS), proportionate NLMS (PNLMYS), affine projec-
tion algorithm (APA), etc. A good review of these algorithms
can be found in [1], [2].

When the near-end talker is silent, i.e., v(n) = 0, and the
signal-to-noise ratio (SNR) is high (e.g., SNR > 30 dB), the
adaptive filter h can converge to a good estimate of the true
echo path impulse response h and the echo will be canceled
sufficiently, such that the far-end talker is not disturbed by re-
turning echo signal components. In the presence of doubletalk,
i.e., when the far-end and near-end talkers are active at the same
time, the near-end signal v(n) acts as a strong noise signal. This
is likely to cause the adaptive filter to diverge, resulting in in-
sufficient echo cancellation. To prevent this from happening, a
doubletalk detector is used [3]—-[7]. Whenever doubletalk is de-
tected, the adaptive filter coefficients are frozen.

A commonly used measure to evaluate the convergence of the
adaptive filter is the normalized misalignment, which is defined
as

o 5. or7]
€= —r— @)
[l
where || - || denotes the [5 norm. The normalized misalignment

measures the mismatch between the echo path impulse response
and the modeling filter. The smaller the misalignment is, the
better is the echo cancellation performance. Other commonly
used measures, such as the normalized MSE, will be discussed
in Section IV.

In order to achieve acceptable performance, the length of the
cancellation filter has to be long enough to capture most of the
echo energy. In a small office environment, to achieve an even
modest performance, for instance ¢ < —20 dB, a cancellation
filter of 50 milliseconds, which corresponds to 400 taps at 8-kHz
sampling rate, is commonly considered [1]. For larger rooms
and higher sampling rates the number of taps that need to be
considered rises to several thousands. As a result, the compu-
tational complexity of an AEC is very high. The computational
complexity can be reduced by implementing an AEC in the fre-
quency domain, see e.g. [8]-[11]. But the computational cost
remains high.

In this paper, we propose a novel algorithm for the purpose
of eliminating the undesired echo effect, operating in a spec-
tral envelope space. Instead of identifying the echo path im-
pulse response, this new algorithm directly estimates the spec-
tral envelope of the echo signal. The cancellation is done by
spectral modification, a technique originally proposed for noise
reduction [12], [13]. The spectral envelope is represented con-
sidering frequency selectivity properties of the human auditory
system. For this reason, the proposed scheme is called percep-
tual acoustic echo suppressor (PAES).
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Compared with conventional AECs, the proposed PAES of-
fers several advantages.

* In the framework of PAES, perceptual aspects are easily
incorporated, allowing optimization of the perceptual
quality of the system.

* The spectral envelope contains no information from the
phase spectrum or fine structure of the magnitude spec-
trum. Therefore, the PAES scheme is resilient against
minor echo path changes that only affect the echo signal’s
phase spectrum or fine structure of its magnitude spec-
trum. As a result, no post-processor is necessary for sup-
pressing residual echoes. AEC’s usually require such a
post-processor; see, e.g., [14] and [15].

» Fewer parameters need to be estimated, which makes the
PAES algorithm computationally more efficient than a
conventional AEC.

II. PROPOSED ACOUSTIC ECHO SUPPRESSION ALGORITHM
A. Notation and Variables

Before formulating the addressed problem and developing the
proposed algorithm, we define the notation and variables used
in this paper.

Far-end signal/speech.
Near-end signal/speech (doubletalk).

w(n) Ambient noise.

y(n) Microphone signal including echo, ambience noise,
and possibly near-end signal.

h = [ho, h1,...,har_1]T, true echo path.

M Length of the echo path impulse response.

h = [ho, h1,-..,hr_1]T, estimated echo path.

L Length of the estimated echo path impulse response.

x(n) =[z(n),z(n—1),...,2(n— M +1)]T, excitation
vector.

u(n) = h”x(n), echo signal.

z(n) = v(n) + w(n).

X = [xk(O),xk(l),...,xk(W - 1) T—
[#(kN),z(kN + 1),...,2(kN + W — 1)]T, a
frame of the far-end signal at time index k;
(Y&, Vi, Wk, Uy, and z are defined similarly).

w Short-time Fourier transform (STFT) window size.

N STFT window hop size.

Xp(jw) = WL §(m)ay(m)e=i™, STFT of xy.

&(m) Analysis window.

w Radial frequency.

Yi(jw)  STFT of yi;
[Vi(jw), Wi (jw), Ux(jw), and Zy(jw) are defined
similarly].

B. Problem Formulation

With the defined variables and notations, the signal model
given in (1) can be rewritten in a vector form as

Yi = Ui + zg. (8)
Taking STFT on both sides of (8) yields

Yi(jw) = Up(jw) + Zi(jw). ©)
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The echo cancellation can then be formulated as an estimation

problem in the time-frequency domain, which aims to estimate

Zk(jw) from the observed signal Yy (jw). This can be done

by obtaining a replica of Uy (jw), and then subtracting it from
A complex spectrum can be written as

Yi(jw) = [Ya(jw)] e+ )
Z(jw) = | Zi(jw)| /¥ (), (10)
The echo cancellation problem becomes now equivalent to the
design of two signal estimators that make decisions separately
on the spectral magnitude, |Zy (jw)|, and the phase component,
v Z ((,U) .

It has been shown that human perception is relatively insen-
sitive to phase distortion [16]-[18]. Therefore, ¥y, (w) can be
used as an estimate of ¥z, (w) for echo suppression purpose.
Keeping this in mind, the echo cancellation problem can be
simplified to only estimating | Z(jw)| based on Yj(jw). This
serves as the basis for the proposed echo suppression algorithm.

C. Spectral Magnitude Modification Based Echo Suppressor
(SMMES)

Given Y (jw), |Zk(jw)| can be estimated through spectral
modification. By assuming that u and z; are uncorrelated, it
follows from (9) that | Y} (jw)|? can be approximated with [13],
[19]

Vi (jw))? = Ui (jw)[* + | Zk(jw)|? . (11)

Therefore, the instantaneous power spectrum of the signal z,
viz. | Z(jw)|?, can be recovered by subtracting an estimate of
|Uk(jw)|? from |Yi(jw)|?, i.e.,

21()| = Vi) | Gto)|
~ 7+ 10 - [P |- a2

The corresponding spectral magnitude of zj is computed as

N

~ 2
Zu(jw)| = /| 2w
=Gp(w) [Yi(jw)| (13)
where
. 2 i . 2
Yic(jw)l” = [Okjw)|
Gp(w) = (14)

Vi (jow)|”

is called a gain filter.

A similar gain filter can be formulated in the spectral magni-
tude domain [13], [19], [20]. In general, | Z(jw)| can be recov-
ered through

|Z(0)| = Gw) i) ()
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where

a

Yi(jo)|* = 8|0k (jw)
[Vi(jeo) "

‘ «@

Gw) =

« is an exponent, and [ is a parameter introduced to control the
amount of echo to be suppressed in case it is under (or over)
estimated. Combined with the phase spectrum, an estimate of
the spectrum of zy, is

Zu(jw) = G(w) [Yi(jw)| /T4 )

=G(w)Yi(jw). (16)
This is often referred to as the spectral modification technique
(or sometimes parametric Wiener filtering technique, or para-
metric spectral subtraction). It has been widely adopted for the
purpose of additive noise suppression and speech enhancement
[12], [13], [16], [19]. It was also investigated in [21] for the
purpose of echo suppression. A diagram of the spectral magni-
tude modification based echo suppressor (SMMES) is shown in
Fig. 2. It eliminates echo signals in the time-frequency domain
on a frame-by-frame basis. First, the incoming microphone
signal is partitioned into successive frames. The frame length
is typically selected between 10 and 40 ms. A window function
(e.g. Hann window) is applied to the frame signal for a better
estimation. Then, the short-time Fourier spectrum is obtained
by applying STFT to the windowed frame signal. Next, the
echo components are estimated by modeling the echo path
with an adaptive filter in each STFT frequency bin [21]. The
gain filter is then computed based on the estimated spectral
magnitudes (or instantaneous power spectra) of both the echo
signal and the microphone signal. Given the gain filter, the
STFT spectra of the microphone signal are modified such
that the echo components are suppressed while maintaining
the near-end talker signal, enabling duplex communication.
Finally, the echo-suppressed output signal is constructed using
the overlap-add technique with inverse STFT.

Although it is shown in [21] that the SMMES approach is
computationally cheaper than a time-domain AEC, our inves-
tigation indicates that it is not significantly more efficient than
an AEC based on a frequency-domain adaptive algorithm, since
the number of parameters that need to be estimated is not signif-
icantly reduced. Spectral modification for the purpose of noise
reduction often results in a perceptually annoying phenomenon
called “musical noise” due to the isolated spectral peaks re-
sulting from the nonlinear gain manipulation [12]. SMMES has
a similar problem and often suffers from audible artifacts.

D. Perceptual Acoustic Echo Suppressor (PAES)

Auditory properties [22] have been widely incorporated into
speech and audio processing techniques. For instance, in the
areas of speech/audio coding and speech enhancement impor-
tant progress has been achieved by employing masking effects
and other auditory principles [23]-[25]. Masking has also been
explored in combined systems and noise and residual echo sup-
pression [15].
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Block diagram of the echo suppression algorithm by modifying the spectral magnitude, where STFT, GFE, SM, and ISTFT stand for short-time Fourier

transform, gain filter estimation, spectral modification, and inverse short-time Fourier transform, respectively.
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Fig. 3. Frequency response of an auditory filterbank following the ERB scale.

In the early stages of a human auditory system, the acoustic
signal is decomposed into spectral components. This spectral
decomposition is often modeled with an auditory filterbank,
which consists of bandpass filters with nonuniform bandwidths
[26]. An auditory filterbank can be viewed as a nonlinear map-
ping from the linear frequency to a warped frequency since the
filterbank outputs are nonuniformly distributed along the fre-
quency axis [27]. Commonly used nonlinear frequency scales
describing such a mapping are the Bark scale [22] and the equiv-
alent rectangular bandwidth (ERB) scale [28]. The frequency
responses of an auditory filterbank with rectangular bandpass
filters following the ERB scale are illustrated in Fig. 3. Note that
with increasing frequency the frequency resolution of the au-
ditory filterbank decreases. Speech and audio processing algo-
rithms often take advantage of the specific frequency resolution
of the auditory system for improving their performance, see,
e.g., [29]-[31]. For example, in [31] spectral magnitude mod-
ification is applied to audio signals. More smoothing is applied
at higher frequencies where the frequency resolution of the au-
ditory system is lower for reducing artifacts.

Here, we propose to take into account the frequency resolu-
tion of an auditory system for the purpose of echo suppression.
This is done by considering the spectral envelope, rather than
the STFT magnitude or power spectra directly as SMMES does.
The spectral envelope is computed such that they reflect the fre-
quency resolution of the auditory system and is denoted as audi-

tory spectral envelope. It will be shown that the gain filter com-
puted in the domain of auditory spectral envelope changes as a
function of frequency as smoothly as permitted by the frequency
resolution of the auditory system. Particularly at higher frequen-
cies, this results in a very smoothed gain filter. Compared with
a nonsmoothed gain filter used in SMMES, this smoothed gain
filter will introduce less artifacts to the outgoing signal. In ad-
dition, the auditory spectral envelope is represented with less
parameters than a corresponding magnitude or power spectrum.
Thus, the number of parameters that PAES needs to estimate is
smaller than the number of parameters estimated by SMMES,
resulting in a lower computational complexity.

PAES is illustrated in Fig. 4. Comparing Fig. 4 with Fig. 2,
one can see the difference between SMMES and PAES. In brief,
PAES estimates the echo and gain filter in an auditory spectral
envelope space, while the SMMES approach estimates echo in
the complex spectral domain and the gain filter in the spectral
magnitude domain.

The key features of the proposed PAES are the estimation of
auditory spectral envelope of the microphone signal, the adap-
tive estimation of the auditory spectral envelope of the echo
signal, and the computation of the gain filter. In the following,
these processing steps are described in detail.

1) Auditory Spectral Envelope Estimation: There are
mainly two approaches to estimate the auditory spectral en-
velope. One is to estimate the spectral envelope using either
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Fig. 4. Block diagram of the proposed PAES algorithm, where STFT, ASEE, GFE, SM, and ISTFT stand for short-time Fourier transform, auditory spectral
envelope estimation, gain filter estimation, spectral modification, and inverse short-time Fourier transform, respectively.

the linear prediction (LP) technique [32] or the standard
smoothing technique [33], and then project it to a nonuni-
form auditory scale, such as the Bark scale or the ERB scale.
The other is to directly smooth the instantaneous power or
magnitude spectrum over frequency with an auditory filter-
bank. The second approach usually has a lower computational
complexity, and is the choice that we have taken here. The
speech signal is transformed using STFT and the magnitude
square is taken. The magnitude-square coefficients are then
binned by correlating them with the frequency response of each
bandpass filter of an auditory filterbank. Here binning means
that each magnitude-square coefficient is multiplied by the
corresponding bandpass filter gain and the results are accumu-
lated. Similar processing has been widely used in speech and
audio processing, see e.g. [29]-[31]. If we denote the frequency
response of the ‘" bandpass filter centered at w; as W, (w)
W, (w) > 0], its output can be expressed as

/sz ) | Ya Jw)| dw a7
0

where the nonzero span of W, (w) is centered around w;.
The values obtained by (17), ie., Yi(w;) (1 < i < I,
I = number of bandpass filters), are frequency-domain sam-
ples representing the auditory spectral envelope. Substituting
(11) into (17) yields

Yk(wl) = Uk(wi)+Zk(wi). (18)
It follows from the previous section on echo suppression that
(15) can be used to recover the auditory spectral envelope of the
signal z(n), if an estimate of Uy (w;) can be obtained.

III. ADAPTIVE ESTIMATION OF THE SPECTRAL ENVELOPE OF
THE ECHO SIGNAL

It can easily be derived from the given notation (the finite
window-length effect is neglected) that
Ur(jw)

= H(jw)Xx(jw) (19)

and
Uk (jw)|* = |H (jw)|* | Xk (jw) [

where H (jw) is the transfer function of the echo path. The 7"
auditory spectral envelope sample can be expressed as

(20)

Uwi) = / We (@) U o) e

= [ W) G i) o 21)

0
From (21), it can be shown that

Ui(w;) = Hi(k) Xi(w;) (22)
where Hi(k) = |H(j&) P, Xi(wi) = [g W, ()| X (jw)?
dw, and &; € [0, 7).

Since the far-end signal x;, is available, X (w;) is known. If
an estimate of ;(k) can be obtained, then Uy, (w;) can be com-
puted using (22). Therefore, the estimation of Uy (w;) is essen-
tially a matter of estimating H; (k). Different estimation theories
may be applied to measure H; (k). In what follows, we describe
several estimators for obtaining H; (k).

A. Single-Tap Least Squares Estimator

The LS estimator is widely used in practice because it is easy
to implement. It is derived from the minimization of a least-
squares error criterion. Let us assume that the echo path does
not change during P frames and define the error signal for the
kt" frame and i*" auditory subband as

en(w;) — Hi(k) Xp(wi)

where H; (k) is a trial value of H; (k). Consider the following
cost function which is the arithmetic mean of €2 (w;) over P
frames

= Vi(wi) (23)

J(H;) = (24)
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Minimization of (24) with respect to ﬂi(k) gives the LS esti-
mator

k .
Hi(k) = Z":’“,;P“ Yn(w) X ()
Y nek—pi1 Xn(wi)

Based on this estimator, the estimated spectral envelope samples
of the echo signal are

(25)

B. Multitap Least Squares Estimator

For the single-tap LS estimator, in each auditory subband, the
echo path is modeled with a single coefficient. Its accuracy may
not be sufficient due to the limited window length effect. The es-
timation accuracy, however, can be improved by considering a
multitap LS estimator which involves an FIR filter per subband.
Another benefit with a multitap estimator is that the channel esti-
mate has a smaller variation than that achieved with a single-tap
estimator, reducing the artifacts introduced during spectral ma-
nipulation. For a multitap estimator, the error signal for the k*"

frame and 7*" auditory subband is
Q-1
ek(wi) = Yk(wl) — Z th(k)Xk,n(wz) (27)
n=0
This can be written in a vector-matrix form as

where
N . . . T
Hi (k)= Fiq-1 (k). Hig-a(k), -+ (k)]
. . . . T
XkGW):[XﬁfQ+ﬂwﬂ7XﬁfQ+ﬂwﬂv“'7Xk@%ﬂ (29)
and @ is the order of the FIR filter. Again, if we assume that

the echo path does not change during P frames, minimizing the
cost function

k
JH) = Y el(w) (30)
n=k—P+1
yields the multitap LS estimator:
H;(k) =R 'r; (31)
where
k ~ ~
Ri= Y  X,(w)X](w)
n=k—P+1
and
k ~ ~
ri= Y Yi(w)Xa(wi)
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C. Adaptive Estimators

With the error signal defined in (28) [(23) is a particular case
of (28)], an adaptive algorithm can be applied to search for the
optimum H;; (n). For example, the NLMS algorithm can be ex-
pressed as

H;(k+1) = Hi(k) + p= er(wi)

—~Xk W
R ) X o))

(32)

where p is the normalized step-size.
Once the adaptive filter converges, the spectral envelope
sample of the echo signal can be computed as

Ur(w;) = HT (k)X (w;).

(33)

D. Doubletalk Detection

In an AEC system, when there is presence of doubletalk,
the near-end signal acts as uncorrelated noise, which is likely
to cause the adaptive filter to diverge, resulting in insufficient
echo cancellation. The most commonly used method to deal
with doubletalk is to use a doubletalk detector. Whenever the
presence of doubletalk is detected, the adaptive filter is frozen.
Similarly, in the PAES algorithm, when there is doubletalk, the
estimate of the auditory spectral envelope deviates from its true
value, resulting incorrect amount of echo suppression. There-
fore, it is important that we have a doubletalk controller op-
erating in the sampled spectral envelope domain. We have in-
vestigated various doubletalk detection algorithms [3]-[7], [39]
and found that the method presented in [39] is more straight-
forward to implement in the sampled spectral envelope domain,
and therefore is adopted here. The detection accuracy of this
approach may not necessarily be higher than those of the algo-
rithms presented in [3]-[7]. However, it is out of the scope of
this paper to discuss the accuracy of doubletalk detection.

E. Gain Filter Estimation

Given the estimated samples of the echo signal spectral en-
velope, i.e., U (w;), it is easy to derive the corresponding gain
filter at time instant k according to the parametric Wiener fil-
tering technique described in Section II-C, i.e.,

(34)

If we define the ratio between U (w;) and Yy (w;) as the a pos-
teriori echo-to-signal ratio (ESR):

(35)

it follows that

(36)
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By tuning « and /3, we can control the amount of echo to
be eliminated. It should be pointed out here that there are other
ways to improve the gain filter [13]. Although important, finding
the optimal gain filter is beyond the scope of this paper. Note
that Gi(w;) is only a sampled version of the gain filter. The
gain filter, G (w), which is applied to modify the STFT spec-
trum, is computed by interpolating the estimated samples of
the gain filter [i.e., Gj(w;)] using an interpolation algorithm.
Fig. 5 shows a numerical example of G}, (w; ) and Gy (w), where
G (w;) is estimated according to (36) and G (w) is obtained
by interpolating G (w; ) in the ERB-scale domain. Due to both
the smoothing process and the multitap estimator, the estimate
of G (w) is found to change smoothly with respect to time and
frequency. This makes artifacts (such as musical noise) resulting
from the suppression algorithm less noticeable as compared to
the SMMES method.

IV. SIMULATIONS AND RESULTS

Commonly used measures for assessing the performance of
conventional AECs are the normalized misalignment given in
(7) and the (normalized) mean square error (MSE), which is
defined as

_ LPF {e2(n)}

MSE(n) = PF (2]

(37)
where LPF denotes a lowpassfilter operation. This criterion can
be directly used to evaluate the PAES algorithm, if e(n) is re-
placed with the output signal of PAES. The convergence of the
adaptive filters in PAES is assessed by examining the estimation
mean square error of the echo spectral envelope, which is given
as

LPF {zle O (r) — FE (k)X ()

e(k) =

LPF {Zle ‘ﬁk(wi)
or for the #th subband

LPF { ‘Uk(wi) - ﬂ?(k)xk(%)

}

ei(k) = (39

LPF { ‘f]k(wi)

4000

5000 6000 7000 8000

[Hz]

Gain filter G, (w) (solid) is obtained by interpolating the sampled auditory spectral envelope gains G (w;) (diamonds).

It is trivial to show that in the single-tap case (38) is equivalent
to the misalignment criterion.

All simulations presented in this paper use the following
common parameters: Sampling rate is 16 kHz; STFT window
is a Hann window of size W = 256 (16 ms) with 50% overlap
(N = 128); ambient noise w(n) is a computer generated
zero-mean white Gaussian process; SNR = 30 dB unless
otherwise noted; near-end signal v(n) = 0 except in doubletalk
simulation. SNR is defined as the ratio between the power of
the near-end signal plus echo and that of the ambience noise.
In case when v(n) = 0, it is the ratio between the power of
the echo and that of the ambience noise. For representing the
auditory spectral envelope I = 17 are used. This corresponds
to using an auditory filterbank with bandpass filters being
approximately 2-ERB wide. Informal listening revealed that
choosing a higher frequency resolution does not notably im-
prove performance. The bandpass filters are nonoverlapping.
The bandwidths of the 17 bandpass filters expressed in STFT
bins are: 1, 1, 2, 2, 2,2, 3,4, 5,6, 8,9, 12, 14, 18, 22, and
18, respectively. The last subband is less wide than the second
last one because it is pruned at the Nyquist frequency. Impulse
responses measured in the Bell Labs Varechoic Chamber [35],
[36] are used as the true echo paths for the simulations.

A. Convergence of the Adaptive Estimator

The first experiment is carried out to assess the convergence
properties of the adaptive estimator. The far-end signal z(n) is a
white Gaussian process. The near-end signal is zero [v(n) = 0],
i.e., there is no doubletalk. The step-size of the NLMS algorithm
for each auditory subband is chosen to be = 0.02. Other
simulation parameter values used are: M = 4096 and ) = 2.
Fig. 6 shows ¢ and some arbitrarily selected ¢;, all as a function
of time. We observe from Fig. 6 that the adaptive filters for all
auditory subbands experience a similar convergence rate though
they may have different steady-state ¢;. With the selected p, they
converge in approximately half a second. A faster convergence
rate can be achieved by choosing a larger ;.. However, this may
result in a larger steady-state MSE.

Ambient noise, which is uncorrelated with the far-end signal,
manifests as an offset in the power spectral domain [see (11)].
Therefore, it is expected to have some negative effect on the
estimator. Fig. 7 shows ¢ of the adaptive estimator in different
SNR conditions. Note that the noise effect does not severely
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¢ in different SNR conditions: SNR = 10 dB, 20 dB, and cc dB, respectively.

i

Fig. 8.

degrade the performance of the adaptive estimator when SNR
is moderately high (e.g., SNR > 10 dB). This indicates that the
proposed algorithm is reasonably robust with respect to ambient
noise.

B. Echo Suppression Performance

The second experiment evaluates the performance of PAES
in a more realistic situation, where the far-end signal is a speech
from a male talker. The simulation is conducted in the absence
of doubletalk, i.e., v(n) = 0. Other simulation parameters are:
M = 4096, Q = 2, and « = 1.0. We compute the gain filter
in the spectral magnitude domain. Our investigation shows that
in most cases the echo is slightly underestimated. To have an
effective echo suppression, we choose § = 1.2. The « and 3
parameters may be further optimized for a better performance.
However, as we mentioned earlier, optimizing the gain filter is
beyond the scope of this paper.

3 4 5 6
(b) TIME [s]

Echo suppression performance. (a) € versus time. (b) MSE versus time.

The results are plotted in Fig. 8, with Fig. 8(a) showing ¢
and Fig. 8(b) showing MSE, both as a function of time. We ob-
serve that when the adaptive filter converges, the MSE defined
in (37) is about —20 dB or less. Informal listening test with our
real-time PAES implementation (Section IV-F) shows that with
such a degree of suppression, we do not hear residual echo. It
should be pointed out here that in case more echo suppression
is required, it can be achieved by controlling the « and /3 pa-
rameters. However, with stronger suppression, it may introduce
a stronger distortion into the outgoing signal. Therefore, the se-
lection of v and (3 is a tradeoff between echo attenuation and
degree of distortion.

C. Doubletalk Situation

This simulation examines the performance of PAES in a dou-
bletalk situation, assuming ideal doubletalk detection. To do
s0, a speech signal from a male talker is used as the near-end
signal and a speech signal from another male talker is used as
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Fig. 9. Performance in the presence of doubletalk. (a) Far-end talker signal. (b) Near-end talker signal. (c) . (d) MSE.

the far-end signal. The doubletalk is active during the time in-
terval from 2.5 to 4.0 s. The other parameters are the same as
were used for the previous experiment. The adaptive filters are
frozen in the time interval when the doubletalk is active.

The results are presented in Fig. 9. From Fig. 9(c), we no-
tice that during the doubletalk period, even though the coeffi-
cients of the adaptive filters are not updated, the estimates of the
echo spectral envelopes are still reasonably accurate since the
estimation error does not notably increase. Fig. 9(d) shows two
curves. The dashed line plots the MSE computed from (37) but
the near-end signal (doubletalk) is not considered. This demon-
strates the degree of echo suppression during doubletalk. We see
that the curve does not increase, indicating that the echo com-
ponent is successfully suppressed also during doubletalk. The
solid line shows the same MSE, but this time the near-end signal
is included. Note that during the doubletalk, the curve increases
significantly, indicating that the doubletalk was not suppressed,
as anticipated.

D. Comparison With AEC

1) Performance versus the Length of the Modeling
Filter: For a conventional AEC, in order to achieve a rea-
sonably good performance, the length of the modeling filter
has to be long enough to capture most of the echo energy. If
the true echo path impulse response is known a priori (e.g., in
a simulation situation), the length of the modeling filter can be
determined by examining the misalignment. Fig. 10 shows the
misalignment as a function of the length of the modeling filter.
We assume that the modeling filter h is a perfect estimate of
the true echo path h only ignoring its tail. This indeed shows
the lower bound of the misalignment, which is achievable

for a given length of the modeling filter. As can be seen, the
misalignment decreases as the length of the modeling filter
increases. It diminishes when the length of the adaptive filter
approaches that of the true echo path. From Fig. 10, one can tell
how many taps are needed to obtain a certain degree of echo
cancellation. For instance, if ¢ < —20 dB is to be achieved, at
least L = 3500 taps have to be used for the modeling filter.

For the PAES algorithm, it is not obvious how many taps
should be used. To find out how many taps are needed in prac-
tice, we performed an experiment to assess the effect of the
number of taps on the mean square error of the echo estimates.
The true echo path impulse response is the same as in the pre-
vious experiment (4096 taps). The far-end signal is a speech
from a male talker. Fig. 11 shows ¢ for different numbers of taps.
We observe that the performance of a 2-tap filter for each audi-
tory subband is significantly better than that of a single-tap filter.
Further increasing the number of taps yields some, but limited
improvement over 2 taps. Several simulations in different envi-
ronments were performed, the results confirm the above obser-
vation. Therefore, in the subsequent experiments, we use a 2-tap
adaptive filter for each auditory subband.

2) Echo Suppression Performance: This experiment was
carried out to compare a conventional NLMS-based AEC to the
proposed PAES algorithm. Again, speech from a male talker
is used as the far-end signal. A measured impulse response
truncated to 512 taps is used as the true echo path, such that the
NLMS-based conventional AEC can converge relatively fast.

The step-size parameter for the NLMS algorithm of the con-
ventional AEC is p = 0.2, and for the proposed scheme p =
0.02 for all auditory subbands. Other PAES parameters are:
Q = 2, a = 1.0, and § = 1.2. The results are presented in
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Fig. 10. Lower bound for the normalized misalignment € defined in (7) as a function of the length of the modeling filter. This plot was computed using a measured
room impulse response that has M = 4096 taps.

Fig. 11. ¢ versus time for different adaptive filter lengths: () = 1, 2, and 3, respectively.
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Fig. 12. Comparison between PAES and a conventional NLMS-based AEC: (a) ¢ and MSE for AEC with L = 128 and ¢+ = 0.2; (b) € and MSE for AEC with
L = 256 and ¢ = 0.2; (¢) € and MSE for AEC with L = 512 and p = 0.2; (d) ¢ and MSE for PAES with / = 17, @ = 2,and p = 0.02.

Fig. 12, where Fig. 12(a), (b), and (c) shows the performance As can be seen, the echo cancellation performance of the con-
of the conventional AEC for adaptive filters of length 128, 256, ventional AEC is improved as the length of the modeling filter L
and 512, respectively, and Fig. 12(d) shows the performance for increases. The proposed PAES performs as good as the conven-
the proposed PAES algorithm. tional AEC considering a modeling filter with the same length
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Fig. 13. Comparison between PAES and a conventional FLMS-based AEC. (a) € and MSE for AEC with L = 512 and ¢ = 0.3. (b) € and MSE for AEC with

L = 1024 and 1 = 0.3. (c) € and MSE for AEC with L = 2048 and ¢ = 0.3. (d) ¢ and MSE for PAES with [ = 17, @ = 2,and u = 0.02.

as the echo path impulse response, i.e., L = 512. This indicates
the effectiveness of the proposed scheme.

The previous simulation was repeated, using a self-orthog-
onalizing frequency-domain LMS (FLMS) algorithm [9]. The
same measured room impulse response of length 4096 as used
in previous experiments was used. The simulation was carried
out with modeling filter lengths of 512, 1024, and 2048. Other
FLMS parameters are: Step-size © = 0.3, and exponential for-
getting factor for spectral density estimation v = 0.7. All the
other parameters, including PAES parameters, were the same as
in the previous simulation.

The results are shown in Fig. 13, where Fig. 13(a), (b),
and (c) show the performance of the FLMS-based AEC for
adaptive filters of length 512, 1024, and 2048, respectively,
and Fig. 13(d) shows the performance for the proposed PAES
algorithm. It can be seen that initially the FLMS-based AEC
converges faster than PAES. However, once converged, the
PAES algorithm has as good echo suppression performance
as the FLMS algorithm with a 2048-tap modeling filter. The
FLMS algorithm, with a shorter modeling filter (1024 and
512) perform worse than PAES. We notice that PAES performs
similarly for both short (Fig. 12) and long (Fig. 13) echo path
with the same parameters and number of estimation filter taps.

3) Robustness: We also compared a conventional NLMS-
based AEC and PAES for their robustness with respect to echo
path changes. We repeated the previous simulations for PAES
and NLMS-based AEC with the same parameters and adaptive

80 cm

20 cm

Fig. 14. Echo path changes are modeled by toggling between two echo path
impulse responses measured with the shown setup in the Bell Labs Varechoic
chamber.

modeling filter for the case when the conventional AEC has 512
taps. In an attempt to simulate echo path changes, we toggled
h every 1.5 s between two echo path impulse responses that
were measured [35] in the Bell Labs Varechoic chamber with a
geometrical setup as shown in Fig. 14. Note that the measuring
setup is nonsymmetric and thus the delay of the direct path is dif-
ferent for the two echo path impulse responses. The normalized
misalignment given in (7) between the two impulse responses is
2.9 dB.
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Fig. 15. Comparison between PAES and AEC for their robustness with respect to echo path changes: (a) MSE of the conventional AEC (dashed line: no echo
path change; solid line: two echo paths are toggled every 1.5 s.); (b) MSE of the PAES algorithm (dashed line: no echo path change; solid line: two echo paths are

toggled every 1.5 s).
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Fig. 16. Comparison between (a) AEC and (b) PAES for their robustness with respect to echo path changes when the far-end signal is a wide-band Gaussian

process.

The results are presented in Fig. 15, where Fig. 15(a) shows
the performance of the conventional AEC with and without the
echo path changes and Fig. 15(b) shows the corresponding per-
formance of PAES. As opposed to the conventional AEC, the
two MSE curves for PAES are close to each other, indicating
that the performance of the PAES algorithm is nearly unaffected
by the echo path changes.

Fig. 16 shows the results of a similar simulation, but this time
the far-end signal is a white Gaussian random process. We see
that once the echo path changes, the MSE of AEC increases sig-
nificantly until the adaptive filter reconverges. The performance
of the PAES algorithm does not change much when the echo
path changes, indicating that the PAES method is more robust
to echo path changes than the conventional AEC. Due to its ro-
bustness, PAES does not need a post-processor for eliminating
residual echoes, whereas AEC needs such a post-processor.

E. Computational Complexity

In this section we compare PAES with AEC in terms of their
computational complexity. The time- and frequency-domain
NLMS and fast RLS (FRLS) adaptive algorithms are consid-
ered for AEC. We also include the complexity for the SMMES

TABLE 1
NUMBER OF MULTIPLICATION OPERATIONS NEEDED BY DIFFERENT
ALGORITHMS. FD DENOTES FREQUENCY DOMAIN. THE LAST Row
SHOWS THE COMPLEXITY OF ONLY THE STFT THAT 1S USED FOR THE
FREQUENCY-DOMAIN ALGORITHMS. THE RIGHT COLUMN SHOWS A
NUMERICAL EXAMPLE (SEE TEXT FOR THE SPECIFIC PARAMETERS USED)

Algorithm ” multiplies/sample ‘ multiplies/sample
NLMS-based AEC 2L 2048
FRLS-based AEC 32L 32768

NLMS-based FD-AEC STFT + 43¢ 112

FRLS-based FD-AEC STFT + %< 1072
NLMS-based SMMES || STFT + 4WQ | 4w 120

FRLS-based SMMES || STFT + #W@ | 4% 1080
NLMS-based PAES || STFT 4 2@ 1 4W 57
STFT 3W[1ogN2gW)+1] 48

scheme. Table I summarizes the number of multiplications
needed for each algorithm. For brevity, the detailed calculation
of the complexity is omitted.
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The time-domain methods perform echo cancellation on a
sample-by-sample basis. Their complexities depend on the
length of the modeling filter, and the complexity of the
real-valued adaptive algorithms [37] as well. The frequency-
domain approaches carry out cancellation/suppression on a
frame-by-frame basis. The computational burden depends on
parameters such as the window size (W), the window hop
size (N), the length of the adaptive filter in each subband or
frequency bin (Q), and the complexity of the complex-valued
adaptive algorithms [38]. The second column of Table I
shows the average number of multiplications per sample.
Here we assume that all frequency-domain algorithms use
the same STFT, whose complexity is shown in the last row
of Table I

Compared with an AEC using a frequency-domain adaptive
algorithm, the SMMES method requires the same number of
multiplications to estimate the echo signal; but for each frame
it needs 3W additional multiplications to compute the power
spectra of the microphone signal, the loudspeaker signal, and the
estimated echo signal; another W multiplications are required
for applying the gain filter. Here we assume that the gain filter
computation is implemented with a lookup table, which does
not require any multiplications.

The complexity of PAES consists of the multiplications nec-
essary for the STFT and 2WW multiplications for computing the
power spectra of the microphone signal and the loudspeaker
signal. Additionally, PAES applies I real-valued NLMS algo-
rithms every frame. The interpolation applied for obtaining the
gain filter to compute the spectral envelope samples requires an
additional 2W multiplications. Note that the number of adaptive
filter taps @ is chosen smaller for PAES than for frequency-do-
main AECs or SMMES.

The third column of Table I shows a numerical example for
the computational complexity of various algorithms. The pa-
rameter values used include: L = 1024, W = 256, N = 128,
and Q = |L/N| = 8 for frequency-domain AECs (FD-AEC)
and the SMMES method with the same () as suggested by [21],
and Q = 2 and I = 17 for the PAES algorithm. As seen, the

™ Spectral Modification

¥ Ereq Smooth

1.2

@ Doubletalk Detection

Thr (dB): | -4.0]
1.0 Thr2 [dB]: | 6.0
Fargetting Factor 0.10

0.30

Foreground filter MSE [dB]: 0
Background filter MSE [dB]: 0

...........

Stop

Client software of the PAES real-time implementation. Parameters can be tuned in real-time.

PAES scheme has lower computational complexity than any of
the other studied methods.

F. Real-Time Implementation

A real-time system using the proposed PAES algorithm was
developed to control the echo effect occurring in VoIP and other
voice communication systems. A graphical user interface as
shown in Fig. 17 enables users to adjust such parameters as the
step-size, regularization in the NLMS algorithm [1], [2], and «
and (3 for computing the gain filter. Furthermore, the user can set
a time-smoothing factor, which in turn controls a lowpass filter
to smooth the gain filter. Such an operation can further reduce
artifacts resulting from the spectral modification. By switching
between the near-end and far-end buttons, the user can change
the parameters for both the near-end and the far-end systems.

We set up a tele-conferencing system with PCs and external
loudspeakers. Several tele-conferencing sessions were con-
ducted and a number of participants were invited to the sessions
to evaluate the PAES system. The PAES system performs
well in various environments and was judged favorably by all
participants.

V. CONCLUSIONS

Conventional acoustic echo cancelers eliminate the undesired
echoes by modeling the echo path impulse response with an
adaptive FIR filter. They generally involve extensive computa-
tions due to the fact that a large number of taps are required
for the modeling filter. In this paper, the problem of echo can-
cellation was studied in a spectral envelope space from a prac-
tical point of view. Aiming at eliminating the undesired echo
effect and achieving a low complexity, we proposed a PAES.
Three issues were addressed, which include representation of
spectral envelopes, adaptive estimation of the spectral envelope
of the echo signal, and suppressing echo using spectral mod-
ification. Compared with the conventional AEC, the proposed
PAES algorithm offers several advantages. It has much lower
complexity since fewer parameters need to be estimated. It is
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more robust with respect to minor echo path changes. In ad-
dition, since some human auditory aspects are incorporated in
this new framework, it has the potential for improved perceptual
quality. We also compared PAES with a suppression algorithm
performed in the magnitude spectral domain. The new algorithm
is not only more computationally efficient, but also suffers from
fewer artifacts due to its smooth gain filter.

Extensive numerical studies were conducted. Various im-
pulse responses of different lengths, measured from the Bell
Labs Varechoic Chamber, together with a male speech signal
and white Gaussian noise were used to evaluate the perfor-
mance of the proposed PAES. The results support the appealing
features we claimed for the proposed algorithm. A real-time
system based on PAES was implemented and tested in various
conditions. Informal subjective listening indicates that the pro-
posed algorithm yields as good echo suppression performance
as an AEC when the near-end talker does not move. When the
near-end talker moves, which causes some minor changes to the
echo path, the proposed algorithm delivers a better performance
than the AEC since the latter often has audible residual echos.
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