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Performance Study of the MVDR Beamformer as
a Function of the Source Incidence Angle
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Abstract—Linear microphone arrays combined with the min-
imum variance distortionless response (MVDR) beamformer have
been widely studied in various applications to acquire desired sig-
nals and reduce the unwanted noise. Most of the existing array sys-
tems assume that the desired sources are in the broadside direc-
tion. In this paper, we study and analyze the performance of the
MVDR beamformer as a function of the source incidence angle.
Using the signal-to-noise ratio (SNR) and beampattern as the cri-
teria, we investigate its performance in four different scenarios:
spatially white noise, diffuse noise, diffuse-plus-white noise, and
point-source-plus-white noise. The results demonstrate that the op-
timal performance of the MVDR beamformer occurs when the
source is in the endfire directions for diffuse noise and point-source
noise while its SNR gain does not depend on the signal incidence
angle in spatially white noise. This indicates that most current sys-
tems may not fully exploit the potential of the MVDR beamformer.
This analysis does not only help us better understand this algo-
rithm, but also helps us design better array systems for practical
applications.

Index Terms—Beamforming, diffuse noise, microphone arrays,
minimum variance distortionless response (MVDR) beamformer,
noise reduction, spatially white noise, speech enhancement.

I. INTRODUCTION

ICROPHONE arrays, which consist of sets of acoustic

sensors that are spatially arranged in specific geome-
tries, have a wide range of applications. In such a system, each
sensor collects signals from sources in its own field of view
and, therefore, the array outputs contain the signal of interest,
noise, interference, and also the propagation information that
is represented by the acoustic impulse responses from the ra-
diating sources to the microphones. By applying filters to the
outputs of the sensors and combining the results together, var-
ious functionalities can be implemented including but not lim-
ited to: localizing and tracking the sound sources, extracting the
signal of interest, suppressing ambient noise, and separating dif-
ferent sound sources. This spatial filtering process, called beam-
forming, plays a critical role in a microphone array system and

Manuscript received May 03, 2013; revised September 08, 2013; accepted
September 15, 2013. Date of publication September 24, 2013; date of current
version November 13, 2013. The associate editor coordinating the review of this
manuscript and approving it for publication was Prof. Boaz Rafaely.

C. Pan is with the Research Center of Intelligent Acoustics and Immersive
Communications, Northwestern Polytechnical University, Xi’an, Shaanxi
710072, China (e-mail: panchao2nwpu@mail.nwpu.edu.cn).

J. Chen is with Northwestern Polytechnical University, Xi’an, Shaanxi
710072, China (e-mail: jingdongchen@jieee.org).

J. Benesty is with INRS-EMT, University of Quebec, Montreal, QC H5A
1K6, Canada (e-mail: benesty@emt.inrs.ca).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TASL.2013.2283104

controls how well the system works in practical environments.
As a result, tremendous efforts have been devoted to the design
of beamformers and many have been developed over the last
four decades. Broadly, those algorithms can be divided into two
categories: fixed beamformers and adaptive ones.

Fixed beamformers have static (once designed) filter coef-
ficients and, ideally, signal-independent spatial responses. The
simplest one is the delay-and-sum beamformer that was orig-
inally developed in the sonar and radar applications [1]-[4].
The basic idea is to delay each sensor output by a proper
amount of time so that the signal components from the desired
source are synchronized across all sensors. These delayed
signals are then weighted and summed together. Since they
add up together coherently, the desired signal components
are reinforced. In contrast, the other sources and noise are
suppressed or even eliminated as they are added together
destructively. This beamformer, although it serves as the basis
for many advanced algorithms, is only good for processing
narrowband signals. When applied to broadband signals like
speech, it generally produces different spatial responses at
different frequencies, leading to either distortion of the desired
signal or artifacts in the residual noise and interference [5].
There are two ways to circumvent this issue. The first one is
to use harmonically nested subarrays where every subarray is
designed for operating at a single frequency [6], [7]. Through
adjusting the number of sensors and the spacing between them,
all the subarrays can be designed to have a similar spatial
response. However, harmonically-nested subarrays are large in
size and require a great number of microphones, which prevent
them from practical usage. The second way is based on the use
of subband techniques, i.e., still a single array is used, but the
signals are decomposed into subbands. In each subband, some
constraints are applied in the beamformer design so that the
spatial responses would be similar across all the subbands [8].
Theoretically, this subband approach is equivalent to the widely
known filter-and-sum framework proposed by Frost in the early
1970s [9], which first applies a finite-impulse-response (FIR)
filter to each microphone output and then sums all the filtered
signals together. In addition to being able to produce a broad-
band spatial response, the filter-and-sum beamformer is more
effective in suppressing noise and interference as compared to
the simple delay-and-sum technique since it can produce more
nulls. Consequently, this beamformer is practically more useful
and has been intensively studied in the literature [4], [10]-[22].
In the design of a fixed filter-and-sum beamformer, the filter
coefficients can be computed using a least-squares (LS) filter
design method [21].

Fixed beamformers are data-independent spatial filters. In
their design, the noise field is not known and the isotropic

2329-9290 © 2013 IEEE
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model, which is a first-order approximation of most of the real
noise fields, is commonly used. If this assumption matches
the acoustic condition in which the array operates, the array
may produce reasonably good performance. However, such an
assumption in general does not hold in practice and therefore
a fixed beamformer is at best suboptimal in real applications.
For example, if noise comes from a point sound source, ideally
the beamformer should be able to put a null in that direction
and therefore completely remove the noise. However, this can
only be done by changing the beamforming filter coefficients,
leading to the class of adaptive beamformers. The fundamental
principle of adaptive beamforming is to track the statistics
of the surrounding noise field and adaptively search for the
optimum location of the nulls that can most significantly reduce
noise under the constraint that the desired speech signal is not
distorted at the beamformer’s output. The most representative
adaptive beamformer is the linearly constrained minimum
variance (LCMYV) algorithm. It estimates the beamforming
coefficients in an adaptive way by minimizing the variance
of the residual noise and interference while enforcing a set
of linear constraints to ensure that the desired signals are not
distorted. This basic idea was first proposed by Frost [9] and,
therefore, the LCMV beamformer is sometimes called the
Frost beamformer. Since it involves matrix inversions, the
direct implementation of an LCMV beamformer is in general
computationally expensive and may suffer numerical problems
as well. One variant of the LCMV beamformer is the so-called
generalized sidelobe canceller (GSC) proposed by Griffiths and
Jim [11]. The GSC transforms the LCMV algorithm from a
constrained optimization problem into an unconstrained form.
Theoretically, the GSC and LCMV beamformers are the same
while the GSC can lower the computational cost by forcing
the constraint into the front-end of the array processing [10],
[17]. The LCMV beamformer is theoretically very appealing
since it is an optimal spatial filter. But in practice, when an
LCMV beamformer is used in a reverberant environment,
some knowledge of the source propagation such as the impulse
responses need to be known, which limits the application of
this algorithm. One way to relax the a priori information is
to assume that only the direction of the speech source needs
to be known. In this case, the LCMV structure degenerates
to the minimum variance distortionless response (MVDR)
beamformer, which was originally developed by Capon (ac-
cordingly, it is often called the Capon beamformer) [23].
Although it can be viewed as a particular case of the LCMV
method, the MVDR beamformer is in general more practical in
terms of implementation as it requires less a priori knowledge
and, therefore, it has attracted a significant amount of attention
in the field of acoustic signal processing. Indeed, tremendous
efforts have been devoted to the design, implementation, and
analysis of this beamformer. Nowadays, many experimental
platforms and even some commercial products start to use this
beamformer in real-world applications to record speech signals
for voice communication.

However, a very important question regarding the MVDR
beamformer remains unclear, i.e., given an array system and an
application scenario, how should one configure the system so
that the MVDR beamformer can achieve its best performance in

terms of signal enhancement and noise and interference reduc-
tion? This paper is dedicated to answering this question. Based
on the use of a linear microphone array, we investigate how
the MVDR beamformer works in four different scenarios: spa-
tially white noise, diffuse noise, diffuse-plus-white noise, and
point-source-plus-white noise. The results demonstrate that the
MVDR beamformer may differ significantly in its performance
between endfire and broadside directions. When there is either
diffuse or point-source noise in the acoustic field, which hap-
pens in most real acoustic environments, the optimal SNR gain
occurs when the desired source is in the endfire directions. But
the SNR gain does not depend on the signal incidence angle if
only spatially white noise is present. This analysis does not only
help us better understand the MVDR beamformer, but also helps
us design better array systems in practical applications. Most
importantly, it tells that a linear array should be configured in
such a way that the desired source is in the endfire directions
in order that the adaptive MVDR beamformer achieves its best
performance.

The remainder of this paper is organized as follows. In
Section II, we briefly describe the signal model used in this
paper. We then discuss the concept of beamforming and the
performance measures in Section III. Section IV derives the
MVDR beamformer. In Section V, we analyze the SNR gain
and beampattern of the MVDR beamformer in different noise
environments. We then present some evaluations of the MVDR
beamformer in simulated acoustic environments in Section VI.
Finally, some conclusions are drawn in Section VII.

II. SIGNAL MODEL

In real acoustic environments, signals picked up by micro-
phones consist of the desired signal, noise, and signal compo-
nents due to the multipath effect. However, to make the expo-
sition easy and clear, we first neglect the multipath effect and
consider a simple signal model where a desired speech source
(plane wave) propagates in an anechoic acoustic environment
and impinges on a uniform linear array consisting of M omni-
directional microphones, as shown in Fig. 1. Let us choose the
first microphone as the reference point, the signal received by
the rnth microphone (. = 1,2,..., M) can then be written as
[21]

ym(t) = fﬂm(t) + vm(t) = $(t - Tm) + Um(t)7 (l)
where ¥, (t), (%), and v,,, (¢) are the noisy, clean speech, and
noise signals, respectively, captured by the mth microphone at
time £, 7,, = (m—1)79 cos B4 is the relative time delay between
the mth microphone and the reference sensor, 79 = 8/¢ with 6
being the spacing between two neighboring sensors and ¢ being
the speed of sound in air, i.e., ¢ = 340 m/s, 64 is the incidence
angle of the desired sound source, and x(#) = 1 (¥) is the clean
signal received at the reference microphone. All signals are con-
sidered to be zero-mean, real, and broadband. Furthermore, the
noise signals v,,,(¥), m = 1,2,..., M, are assumed to be un-
correlated with the clean signals z,,,(#), m = 1,2,..., M.
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Ym (t)

Fig. 1. Illustration of a uniform linear microphone array system, where M is
the number of microphones, é is the microphone spacing, and 84 is the incidence
angle of the desired source which is located in the far field.

To make the processing efficient, we work in the frequency
domain. In this domain, the signal model given in (1) is written
as

Yi(w) = Xon(w) + Vin(w)
=e " X(w) + Vi (w)
— efy(mfl)w‘ro cos QC‘X(w) + Vm(w), (2)

where Y, (w), X (w), Vi (w), and X (w) are the Fourier trans-
forms of Y, (1), #m (1), vm(t), and z(t), respectively, j is the
imaginary unit, i.e., 72 = —1,w = 2x f is the angular frequency,
and f(> 0) denotes the temporal frequency. We can rearrange
(2) into the following vector form:

y(w) 2 N(w) Yo(w) -+ Yas(w)]”
= dg, (W) X (W) + v(w), 3)

where the superscript 7 is the transpose operator,

A

, , T
ded (w) 2 |:1 e~ JwT0 cos fq .. cfj(AM'fl)ng cos By ’ (4)

and the noise signal vector, v(w), is defined in a similar manner
to y{w).
By assumption, the signals X (w) and V,,,(w) are zero-mean

and uncorrelated with each other. Therefore, the correlation ma-
trix of y{(w) is

By(w) S E [y(w)y" ()]
= ¢x(w)de, (w)dg, (w) + By (w), ®)
where FE[-] denotes mathematical expectation, the su-
perscript ¥ denotes the conjugate-transpose operator,
¢x(w) = E[X(w)]?] is the variance of X(w), and
D, (w) 2 E[v(w)vH (w)] is the correlation matrix of v(w),

which is assumed to be of full rank, i.e., equal to M.
Let us also introduce the pseudo-coherence matrix of v(w),
which is defined as

A b, (w)

Q)

where ¢y, (w) 2 E[|V1(w)|?] is the variance of V;(w). This
Hermitian matrix is used in the next sections to study beam-
forming and analyze the performance measures.

III. BEAMFORMING AND PERFORMANCE MEASURES

With the frequency-domain signal model given in (3), the ob-
jective of beamforming is to recover the clean speech signal,
X (w), given the observation signals, Y,,, (w),m = 1,2,..., M.
This can be achieved by applying a complex weight to Y,,,(w)
and then summing all the M weighted signals together, i.e.,

Zw)= 3 Hiyw)Ynlw)
=h"(w)y(w)
=h* (w)dg, (W)X (w) + h* (w)v(w), @)

where the superscript * is the complex conjugate operator, Z(w)
is an estimate of X (w), and

h(w) = [H(w) Ha(w) - Har(w)]" ®)

is the beamforming filter. Then, the objective of beamforming
is to design an optimal filter, h(w), such that Z(w) is a “good”
estimate of X (w). The performance is generally evaluated with
two important metrics: beampattern and SNR gain.

A. Beampattern

Each beamformer has a pattern of directional sensitivity, i.e.,
it has different sensitivities for sounds arriving from different di-
rections. The beampattern, also called the directivity pattern, de-
scribes the sensitivity of the beamformer to a plane wave (source
signal) impinging on the array from the direction f. For a uni-
form linear array with M sensors, the steering vector [2] is

T
dg(w) é |:1 ¢ 1wT0 cosf 67](1\/[71)’_4.17'0 COSG:I ) (9)

Therefore, the beampattern is defined as

A
Blh(w),d] 2d} (w)h(w)
M
- Z Hm(w)(f]('”*l)wo cos 8

m=1

(10)

Note that the beampattern of a linear array is rotationally sym-
metric with respect to a line through all the microphone posi-
tions, which can be easily checked from (9) and (10).

B. SNR Gain

With the signal model in (2), the input SNR of an array is
defined as the SNR at the reference sensor, i.e.,

A ¢x(w)

iSNR(w) = 7 ol

(11)
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With the beamformer’s output given in (7), the output SNR
is given by

E “hH(w)dad (W)X(W)ﬂ
oSNR [h(w)] = E [lllH(w)V(w)|2]

1 (), )
h# (W)l (w)h(w)’

2

=iSNR(w) (12)
which depends on the input SNR, the signal incidence angle, the
beamforming filter, as well as the pseudo-coherence matrix of
the noise signal.

The definition of the SNR gain is easily derived from (12) and
(11), i.e.,

H 2

oSNR [h(w)]  |h"(w)dg,(w)|
iSNR(w)  h#(w)Ty(w)h(w)’

G [h(w)] = (13)
For any two vectors h(w) and dg, (w), we have the following
inequality:

[07(w)dy, ()< [07(@)T (@) h(w)]- | df (@)D, Hw)ds, (@)

(14)
with equality if and only if h(w) o I, "(w)dg, (w). Applying
this inequality to (13), we deduce an upper bound of the SNR
gain:

G [h(w)] <dg) (w)T, " (w)ds, (@)
< tr [I‘;l(w)] tr [do, (w)dE (w)]

< Mitr [F;l(w)} , (15)
where tr[-] denotes the trace of a square matrix. We observe how
the gain is upper bounded [as long as I (w) is nonsingular] and
depends on the number of microphones as well as on the nature
of the noise.

IV. THE MVDR BEAMFORMER

The MVDR beamformer is derived by minimizing the vari-
ance of the residual noise at the beamformer’s output with the
constraint that signal from the desired look direction is passed
through without any distortion. Mathematically, this problem
can be written as

hy, (w) = arg géi% $v., (w) subject to h (w)dg, (w) = 1,
(16)

where
A 2
(@) 2 B [0 (@)v(w)|] (17)
is the variance of the residual noise at the beamformer’s output.
Using a Lagrange multiplier to adjoin the constraint to the ob-
jective function, then differentiating with respect to h(w), and
equating the result to zero, we deduce the solution to (16) as [23]

_ TN (w)de, (@)
hy, (w) = dzl ()T (w)dg, (w)

(18)

It is seen that the MVDR beamformer is a function of two terms.
One is the steering vector corresponding to the desired signal,
which is in turn a function of the incidence angle of the desired
signal, and the other is the pseudo-coherence matrix of the ob-
served noise vector.

V. THE SNR GAIN AND BEAMPATTERN
OF THE MVDR BEAMFORMER

Substituting (18) into (13) and using the distortionless con-
straint, one can readily deduce the SNR gain of the MVDR
beamformer, i.e.,

G [y, (W)] = df ()T (w)do, (). (19)
This gain has the following property.

Property: The SNR gain of the MVDR beamformer satisfies
the following inequalities:

1 < Ghy,(w)] < Mtr [P;l(w)} . Ywfa. (20)
Proof- G[hy, (w)] < Mtr[T', ' (w)] is true from (15). Using
(14), we can write

4L (@) (@)day (@) 2 %

e2y)

where i is the first column of the M x M identity matrix, Ips.
One can check thati’ dg, (w) = 1 and i’ Ty (w)i = 1. It follows
immediately that G[hg, (w)] > 1. This completes the proof.

The above property means that the MVDR beamformer can
always improve the SNR as compared to the input SNR at the
reference sensor;! however, the SNR gain is upper bounded,
where the upper bound depends on the number of sensors and
the statistics of the spatially received noise.

The beampattern of the MVDR beamformer is

a (@)L, (w)da, ()
Q! ()T, (w)da, ()

B [hed (w)v 0] = (22)

It is seen that both the SNR gain and beampattern are a func-
tion of the incidence angle of the desired source and the pseudo-
coherence matrix of the noise. In what follows, we study these
two performance metrics in four different noise scenarios: spa-
tially white noise, diffuse noise, diffuse-plus-white noise, and
point-source-plus-white noise.

A. Spatially White Noise
If the noise is spatially white, we have I'y (w) = T'y, (w) =
I,;, and it can be readily verified that
g [hed (W)] =M, (23)
which is a constant and does not depend on the frequency or
position of the desired source.

IThe MVDR beamformer can always improve the SNR from a theoretical
perspective. However, one may see noise amplification with this beamformer
at very low frequencies in practice; this is mainly due to the ill-conditioning or
rank-deficiency of the estimated noise covariance matrix.
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Fig. 2. Beampatterns of the MVDR beamformer with a linear array (6 = 4 cm
and M = 8) in spatially white noise (where the incidence angle of the desired
source is illustrated by the dashed purple line).

The beampattern in this case is

_ dff (w)dg, (w)
M

sin [Lz[ wTg(cosd — cos Hd)]

Bhg,(w), 0]

= . 24
M sin [$wro(cos § — cosf4)] @4

Fig. 2 plots the beampattern of the MVDR beamformer ac-
cording to (24) for different frequencies and incidence angles.
Unlike the SNR gain, which is a constant, one can see from
Fig. 2 that the beampattern varies significantly with the fre-
quency and the incidence angle.

135° 180°

180°

% 10.1 0° 45° 90°
04a

135° 180°

Fig. 3. SNR gain of the MVDR beamformer with a linear array (6 = 4 cm) in
diffuse noise: (a) M = 2, (b) M = 4, and (c) M = 8.

B. Diffuse Noise

In reverberant acoustic environments, the noise may have an
energy flow of equal probability in all directions, leading to a
diffuse noise field [26]-[28]. In this scenario, we have I'y (w) =
Lan(w), with

sin [wry(f — ¢)]

(UT(](j — L) (25)

[I‘dn(w)]ij = sinc [wrp(j — 2)] =
where [[an(w)];; is the (¢, j)th element of the matrix L'an(w).
There are two extreme cases: 1) if w7y is very large, e.g., high
frequencies or large spacing, the noise signals observed by two
sensors tend to be uncorrelated, and then the diffuse noise field
is close to the spatially white noise field; 2) if wr is very small,
e.g., low frequencies or small spacing, the noise signals ob-
served by two sensors tend to be coherent.

In a two-element array case, we can derive that the SNR gain
is
_ 2[1 — sinc(wry) cos(wg cos 04)]

G [hg, ()] =

1 — sinc?(wm) (26)
It is easy to check that, if wry € [0, 7], the gain in SNR reaches
its maximum at #3 = 0° and #4 = 180°, and has a minimum
at 4 = 90°. However, for M > 2, it is not easy to find an
explicit form of the SNR gain as it is difficult to write I’} (w)
into an analytic form. Fig. 3 plots the SNR gain of the MVDR
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270°
(g) 04 = 90°, f = 1kHz

270°
(h) 64 = 90°, f = 2kHz

Fig. 4. Beampatterns of the MVDR beamformer with a linear array (6 = 4 cm
and M = 8) in diffuse noise (where the incidence angle of the desired source
is illustrated by the dashed purple line).

beamformer as a function of the desired incidence angle for a
linear array with different numbers of microphones. It is seen
that the SNR gain increases with the number of microphones.
If the number of microphones is fixed, the performance of the
MVDR beamformer varies as a function of the desired incidence
angle, but the optimal performance always occurs in the endfire
directions regardless of the frequency and the number of sensors
in the array.

Fig. 4 plots the beampatterns of an 8-clement array for dif-
ferent frequencies at four different incidence angles: 0°, 30°,
60°, and 90°. Interestingly, the beampatterns provide another

viewpoint to explain why the MVDR beamformer has a better
SNR gain in the endfire directions. First, the beampattern has
only one mainlobe in the endfire direction while it is symmet-
rical and has two mainlobes when the source is from 30°, 60°,
and 90°. Although the mainlobe is narrower at #4 = 30°, 60°,
90° than at 84 = 0°, the beamformer rejects less noise because
it has two mainlobes. Secondly, the height of the sidelobes in-
creases as 4 increases from 0° to 90°, which again leads to less
noise reduction.

C. Diffuse-Plus-White Noise

In the case of diffuse-plus-white noise, the noise pseudo-co-
herence matrix can be written as

Fv ((U) = I‘dwn(u") = (1 - O‘dn)IAM + adnrdn(w)v (27)

where gy, (0 < aq, < 1) is a constant that specifies the level of
the diffuse noise relative to the spatially white noise, and 'y, (w)
is defined in (25). Similar to the previous case, if wty is very
large, the noise signals observed by different sensors tend to be
uncorrelated, just like the spatially white noise field.
For the special case of a two-element array, the SNR gain is
G hy, ()] = 201 - adnsinc(zwro) cos{wTy cos Bq)]
(wTo)

= . 2
1 — aj, sinc

(28)

Again, if wry € [0, 7], the SNR gain reaches its maximum and
minimum in the endfire and broadside directions, respectively.
It is difficult to write the SNR gain into an analytic form for
M > 2.Fig. 5 plots the SNR gain of the MVDR beamformer as
a function of the incidence angle and frequency for three cases:
2, 4, and 8 microphones. In all cases, the gain in SNR reaches
its maximum in the endfire directions.

Fig. 6 shows the beampatterns of an 8-element array for two
different frequencies at four different incidence angles in a dif-
fuse-plus-white noise environment with g, = 0.9. Again, the
beampatterns show why the MVDR beamformer has a better
SNR gain in the endfire directions.

One important thing that should be pointed out is that the
MVDR beamformer with a linear array has a limited capability
of steering. As seen in Fig. 6(c) and (d), the mainlobe points to
the endfire direction even though the target direction is f4 =
30°.

D. Point-Source-Plus-White Noise

In many application scenarios, there may be competing
sources. In this subsection, we consider the case where there
is a point noise source in addition to the spatially white noise.
Assuming that the incidence angle of the point noise source is
6., the corresponding pseudo-coherence matrix can be written
as

Tpon(w) = dy, (w)df (w) (29)

’

where dg_(w) is the steering vector of the point noise source,
which is defined in a similar way to dg(w). Then, the pseudo-
coherence matrix of the point-source-plus-white noise is

Fpswn(w) = (1 - apsn)IAI + apsnr‘psn(w)- (30)
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Fig. 5. SNR gain of the MVDR beamformer with a linear array (6 = 4 cm)
in diffuse-plus-white noise with cvg, = 0.9: (a) M = 2, (b) M = 4, and (¢)
M = 8.

where s (0< @psn < 1) is a parameter that controls the level
of the point source noise relative to that of the spatially white
noise. By utilizing the Woodbury’s identity, we can express the
inverse of the pseudo-coherence matrix as

1 d ay
Fisivn(w) = II\I - o (w) O (w)
P L—- Qpsn (1 - apsn)/apsn + M
(31)
Substituting (31) into (19), we can derive the gain in SNR:
1 af (w)dy, ()|
G b ()] = - | )
1 - apsn (1 - O"psn)/apsn + M

(32)
The minimum of the gain in (32) occurs when the desired signal
and the point source noise come from the same direction, i.e.,
8, = 4. In this case, the SNR gain is

B M
- 1 + (iM — 1)0&1)5[1 '

G [hg, (w)] (33)

Figs. 7 and 8 plot the SNR gain in point-source-plus-white
noise environments. In Fig. 7 the point noise source is at §,, =
90° while in Fig. 8 the point noise source is at #,, = 135°. It
can be clearly seen that when the point-source noise is present,
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Fig. 6. Beampatterns of the MVDR beamformer with a linear array (§ = 4 cm
and A = 8) in diffuse-plus-white noise with arq, = 0.9 (where the incidence
angle of the desired source is illustrated by the dashed purple line).

the SNR gain depends on both the angular separation between
the point-noise and desired sources as well as the number of
Sensors.

Another important factor that affects the performance of the
MVDR beamformer in point-source-plus-white noise environ-
ments is the level of the point-source noise. Fig. 9 plots the SNR
gain as a function of the parameter 4y . If the point-noise and
desired sources are not incident from the same direction, the
SNR gain increases monotonously with agy. It is possible for
the MVDR filter to completely reject the noise when cyp,ey, = 1.
However, this extreme case is beyond the scope of this paper
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Fig. 7. SNR gain of the MVDR beamformer with a linear array (6 = 4 cm) in
point-source-plus-white noise with v, = 0.9 and 8, = 90°: (a) M = 2, (b)
M = 4,and (c) M = 8.

as the noise pseudo-coherence matrix, I'y (w), is no longer full
rank.

Fig. 10 shows the beampatterns of an 8-element array in
point-source-plus-white noise environments. These beampat-
terns illustrate how the point source noise is reduced. The
MVDR beamformer puts a null at 8,, to reduce the point source

noise as long as there is a good angular separation between the
noise and desired sources.

VI. PERFORMANCE EVALUATION IN REVERBERANT
ACOUSTIC ENVIRONMENTS

In real acoustic environments, the signals picked up by a mi-
crophone consists of not only the desired source signal and noise
but also reverberation. In this situation, the microphone array

outputs are no longer in the simple form of (1), but in a more
complicated form as [21]

Y (1) = g () * 5(1) + v (t)

:mm(t) +'Um(t)7 m = 1727-~-7*M7 (34)
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Fig. 9. SNR gain of the MVDR beamformer with a linear array (¢ = 4 cm

and M = 8) as a function of s, in point-source-plus-white noise, where
¢, = 90° and f = 4 kHz.

where g,,,(t) is the impulse response from the desired source,
5(t), to the mth microphone and * denotes linear convolution.
The corresponding frequency-domain counterpart is written as

Yin(w) = Gn(w)S(w) + Vi (w)

=XpWw)+Vulw), m=1,2,....M, (35

where G,,,(w) and S(w) are the Fourier transforms of g, (%)
and s(t), respectively. In reverberation conditions, the steering
vector of the source signal, i.e., dg,(w) in (4), is no longer a
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Fig. 10. Beampatterns of the MVDR beamformer with a linear array (6 =
4 cm and M = 8) in point-source-plus-white noise with psn = 0.9 (the
incidence angle of the desired source is illustrated by the dashed purple line and
the incidence angle of the point-noise source is illustrated by the solid bright
green line).

simple function of the incidence angle 4. As a result, the per-
formance of the MVDR beamformer may degrade significantly,
depending on the degree of reverberation. In this section, we
investigate the performance of the MVDR beamformer in re-
verberant environments through simulations.

A. Simulation Setup

A diagram of the floor layout of the simulation setup is shown
in Fig. 11. A linear microphone array with a total of 8 micro-

i Roomsize: 3m x 3m X 3m T

Fig. 11. Floor layout of the simulation setup.

phones is placed in a reverberant room of size 3 m x 3 m X 3 m.
Both the microphone array and the speech source are on the
horizontal plane at z = 1.5 m. For ease of exposition, po-
sitions in the floor plan are designated by (z,y) coordinates
with reference to the southwest corner. The center of the linear
array is located at (1.5, 1.5). The distance between two neigh-
boring sensors is 4 cm. A desired speech source is placed at
(2.5, 1.5). For simplicity, we assume that the reflection coeffi-
cients 3; (i =1,2,...,6) of all the six walls are identical, i.e.,
(1 = o =--- = F¢ = 3, which varies between 0 to 1. To study
the impact of the source incidence angle on the performance of
the MVDR beamformer, we fix the source position, but rotate
the array clockwise with respect to the array center so that the
source incidence angle changes from 0° to 180°. We assume that
the incidence angle 6, is known to the MVDR beamformer and
put our focus on studying how the performance of the MVDR
beamformer would change with respect to 4.

The room impulse responses from the source position to the
microphone sensors are generated with the well-known image-
model method [22], [29]. Fig. 12 shows an example of the gen-
erated impulse responses with 3 = 0.8 and the corresponding
reverberation time Tgo &~ 215 ms. The variable T4 is defined
as the time for the sound to die away to a level 60 dB below its
original level and is measured by the Schroeder’s method [29]
using the reverse-time integrated impulse response.

The desired source is a speech signal recorded in a quiet room
with a sampling rate of 8 kHz. The length of this signal is 25 s.
The microphone array outputs are generated by convolving the
source signal with the generated impulse responses. Noise is
then added to the convolution result to control the input SNR.
We consider four different types of noise, i.e., spatially white
noise, diffuse noise, diffuse-plus-white noise, and point-source-
plus-white noise. The spatially white Gaussian noise is gener-
ated using the Matlab randn function. The diffuse noise is gen-
erated by the method presented in [31], which sums 100 point
sources (each source is a white noise) uniformly distributed on
the surface of a sphere around the array. The diffuse-plus-white
noise is generated by scaling (to control the level of the diffuse
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Fig. 12. Acoustic impulse response from the desired source to the first micro-
phone: (a) impulse response generated by the image-model method, (b) magni-
tude square of the impulse response, and (c) backward integration of the squared
impulse response and a linear fitting curve. All the reflection coefficients are 0.8,
f4 = 0°, and the sampling rate is 8 kHz.

noise relative to the spatially white noise) and adding the spa-
tially white noise and diffuse noise together. The point-noise
source is also a white noise signal. The point-source noise ob-
served at each microphone is generated by convolving the point-
noise signal with the impulse response from the noise source to
the microphone.

Note that the direct path positions are integral multiples of
the sampling period using the image-model method (while frac-
tional delays are possible, we consider only integral delays in
this paper for simplicity). Furthermore, the source is not com-
pletely in the far field with the given room size and array con-
figuration. Therefore, the relative time delay between the mth
microphone and the reference sensor (i.e., the time difference
between two direct paths) may not strictly satisfy the relation
Tm = (m—1)719cosbq (m =1,2,..., M). In our simulations,
we slightly time shift the microphone signals after the convo-
lution between the source signal and impulse responses so that
Tm = (m — 1)7g cos B4 is satisfied. One should note, however,
that this compensation does not change the reverberation con-
ditions, and therefore, will not affect the observations and con-
clusions achieved in the following simulations.

In Sections IIT and V, the SNR gain is defined and evaluated
on a narrowband basis. Now, in this section, we start to evaluate
the full-band SNR gain in the time domain, which is defined as

A oSNR
g = iSNR’
where the full-band input SNR is defined as

anp 2 E[71(0)]
SNR 2 T

and the full-band output SNR is given by
A B [ofi(0)]

SNR = ———+—,
T EROT

rn

(36)
(37

(3%)

where z54(t) and v.,(t) are the time-domain filtered desired
signal and residual noise reconstructed from héﬂ (w)x(w) and
hf! (w)v(w), respectively.

B. MVDR Beamformer Implementation

The MVDR beamformer is implemented with the
overlap-add technique, which is widely used in speech en-
hancement and noise reduction [34]. We first divide the
microphones’ outputs into overlap frames with a frame width
of 128 (16 ms with a sampling rate of 8 kHz) and an overlapping
factor of 75%. Each frame is multiplied with a Kaiser window
and transformed into the short-time Fourier transform (STFT)
domain. In each subband, an MVDR beamformer is designed
and applied to the noisy signals. Finally, the time-domain
beamforming output is constructed by transforming the MVDR
filtered signal back to the time domain.

The implementation of the MVDR beamformer in each
subband would require the estimation of the noise pseudo-co-
herence matrix, which is now denoted as I'y (k. n), where &
and n are the frequency bin and time frame, respectively. In
this paper, we directly compute the noise covariance matrix,
®,(k,n), using a short-time average (so the nonstationarity
of speech and noise can be taken into account) with the most
recent 100 frames. Then, an estimate of the pseudo-coherence
matrix I'y (k, n) is computed according to (6).

The pseudo-coherence matrix I'y, (&, ) can be ill conditioned
at low frequencies in diffuse noise, which may lead to numerical
instability in implementation of the MVDR beamformer. To cir-
cumvent this issue and achieve a robust computation of the in-
verse of 'y (k, n), the pseudo inverse technique with eigenvalue
decomposition is used.? First, the Hermitian matrix I'y (£, n) is
decomposed into

-aaet -l 0 (39)

|,

where A = diag(A1, A2,..., Axr) is the diagonal eigenvalue
matrix with A; > Ao > -+ > Aps, Q is the corresponding
unitary matrix consisting of all the eigenvectors, Ap is a sub

2In practical implementations, the diagonal loading [32] and white-noise-gain
constraint [33] methods can also be used to deal with the matrix ill-conditioning
issue. But these approaches are not appropriate to study the diffuse only noise
case.
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Fig. 13. Full-band SNR gain in spatially white noise with 750 = 0 (4 = 0),
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Fig. 14. Full-band SNR gain in diffuse noise with Tso = 0 (3 = 0), Teo &
98 ms (8 = 0.6) and Tso = 215 ms (3 = 0.8). The fitting curve is a sixth-
order polynomial.

diagonal matrix consisting of the P(< M) largest eigenvalues
of I'y, and Ay p is a sub diangnal matrix consisting oAf the
M — P smallest eigenvalues of I'y,. Then, the inverse of I'y is
computed as

1
F'=-q [AP 0 (40)

|
v 0 Op-p

The underlying assumption is that all the M — P very small
eigenvalues can be neglected. In implementation, P is time-
varying and is chosen according to Ap > & and Apy1 < &,
where £ is a threshold and set to 10~% x A; in our simulations.
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Fig. 15. Full-band SNR gain in diffuse-plus-white noise {4, = 0.9) with

Teo =0(3 =0),T60 = 98 ms (5 =0.6) and To = 215 ms (3 = 0.8).
The fitting curve is a fifth-order polynomial.
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Fig. 16. Full-band SNR gain in point-source-plus-white noise (v, = 0.9)
with Tgo = 0 (8 = 0),Teo = 98 ms (3 = 0.6) and Ty = 213 ms
(/3 = 0.8). The point noise source is incident from 90°.

C. Simulation Results

The SNR gains of the implemented MVDR beamformer in
different reverberant and noise environments are plotted, re-
spectively, in Figs. 13, 14, 15, and 16.

* Spatially white noise.

In spatially white noise and when there is no reverbera-
tion, i.e., # = 0 and Tyy = O, it is seen from Fig. 13
that the full-band SNR gain of the MVDR beamformer is
a constant and does not change with the signal incidence
angle, which corroborates with the theoretical analysis in
Section V. The theoretical SNR gain in this case should be
9 dB. The simulation result is slightly higher than 9 dB.
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This minor difference in SNR gain could be due to the use
of the short-time average to compute the noise correlation
matrix.
When reverberation is present (7o =~ 98 ms and Ty =
215 ms), there is some degradation in SNR gain, but the
SNR gain does not change much with respect to the signal
incidence angle, which still agrees well with the theoretical
analysis in Section V for the case with no reverberation.

+ Diffuse noise.
The simulation results in diffuse noise and reverberation
conditions are sketched in Fig. 14. It is clearly seen that
the MVDR beamformer achieves the maximum SNR gain
in the endfire directions regardless of the degree of rever-
beration.
Similar to the previous simulation in spatially white noise,
one can see that reverberation can cause some degradation
in SNR gain. Besides the reverberation time, the structure
of reverberation may also affect the SNR gain, as seen from
Fig. 14 that the measured SNR gain may deviate dramati-
cally from the fitting curve in some directions.

* Diffuse-plus-white noise.
The full-band SNR gain in a diffuse-plus-white noise and
reverberant environments are shown in Fig. 15. It is seen
that the presence of reverberation can cause degradation
in SNR gain. However, the MVDR beamformer always
obtains its maximum SNR gain in the endfire directions
in both the anechoic and reverberant conditions.

* Point-source-plus-white noise.
In this simulation, a point-noise source is incident to the
array from 6, = 90° and the constant that controls the
level of the point source noise relative to the spatially white
noise is apen = 0.9. The full-band SNR gain as a func-
tion of the desired signal incidence angle in this simula-
tion is shown in Fig. 16. One can see that there is not
much noise reduction when 84 = 90°. This is due to
the fact the point-noise source is also in 90°. But signif-
icant SNR improvement is observed in the endfire direc-
tions, which, again, corroborates the theoretical study in
Section V. Once again, the MVDR beamformer with a
linear array achieves its optimal performance in the endfire
directions as long as the point-noise source is away from
these directions.

VII. CONCLUSIONS

In this paper, we addressed the problem on how to best con-
figure a microphone array system so that the MVDR beam-
former can reach its best performance in terms of signal en-
hancement and noise and interference reduction. Using a linear
microphone array, we investigated its performance in four dif-
ferent noise fields: spatially white noise, diffuse noise, diffuse-
plus-white noise, and point-source-plus-white noise. Both the
theoretical and simulation results demonstrated that the MVDR
beamformer’s performance strongly depends on the incidence
angle of the desired source. It achieves the optimal SNR gain
in the endfire directions in diffuse noise. When there is a point-
source noise, the SNR gain depends on the angular separation
of the point-noise and desired sources as well as the point-noise
level. But as long as the point-noise source is not in the end-

fire direction, the optimal SNR gain still occurs in the endfire
direction. If there is only spatially white noise, the SNR gain of
the MVDR beamformer only depends on the number of sensors
and is not dependent on the source incidence angle. From this
study, it is safe to conclude that, given a linear microphone array,
one should configure it such that the endfire direction is pointed
to the desired source in order for the MVDR beamformer to
achieve its best performance.
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